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ABSTRACT

In this paper, we introduce a new communication protocol for ma-
chine to machine communication within the Internet of Things
(IoT) based on physical distances rather than on addresses. A com-
mon challenge with the IoT is to filter the quantity of data that can
be collected, especially in centralized solutions. By using distance
from the emission point instead of addresses to move messages
between objects, this protocol forces the use of decentralized algo-
rithms. It also tackles the problem of the quantity of data by giving
each data a time to live, after which messages are deleted by the
protocol. The idea is that an object that sends a message should
decide who can access it and for how long the data is relevant. We
specify the conditions under which such a protocol can be useful
and further provide some examples of application that could gain
from using this protocol.
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1 INTRODUCTION

The second half of the 2010s marks the emergence of vast Internet of
Things (IoT) systems that promises to change the way many things
are done. IoT leads to new way of collecting massive amount of
data from a given environment that can it turn be feed to powerful
artificial intelligence algorithms. Sensors can be integrated in almost
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any existing object to turn it into a smart object. Those objects can
connect themselves together to form networks of objects, or an
Internet of Things [4, 14].

Even thought IoT has not yet reached its full potential, certain
challenges are already arising and they need to be addressed in
order to fulfill its promise. A first challenge is to be able to process
all the data gathered by the ever increasing number of objects. This
gets even more challenging when all data are regrouped into a
centralized algorithm that must then decide what data are useful
for a given task. To palliate this problem, it is sometime possible
to decentralize algorithms and make them run directly on the ob-
jects. The idea is that some objects require only a small part of the
available data to take decisions and execute their tasks [8].

Another challenge with the IoT is communication. Several pro-
tocols exist, each having different use cases. This article is about a
new communication protocol, a Bounded Message Protocol (BMP),
that aims to bring the intelligence to the objects. The novelty of
this protocol is that is uses physical distances instead of addresses
to send its messages. Messages also have a time to live on hosts
that is expressed in seconds.

2 RELATED WORK

This paper is about a new communication protocol for the IoT.
Several other protocols already exist for different needs. A popular
one is the Bluetooth protocol, either in its version 4 Low Energy or
in its version 5. Along with ZigBee and UltraWideBand (UWB), it
is part of the IEEE 802.15 specification for wireless personal area
networks (WPAN). It works under a master and slaves paradigm in
which a master object can have up to seven slaves, grouped into
a piconet. Slaves cannot communicate between themselves, only
with the master. Since July 2017, it is possible the use Bluetooth in
a mesh configuration [1]. It is also possible to use it in broadcast.

Zigbee uses different roles than Bluetooth for the objects. The
first object in the network is the coordinator. It is the one that
initiates the network. Then, there are the router objects. They can
host a Zigbee application and act as intermediary to the last role,
the end devices. They are the less capable objects, only able to
communicate with their direct parent. Together, they form a mesh
[5, 15].

More recently, the Long Range Wide-Area Network (LoRaWAN)
protocol has been proposed for small and low energy objects. It is a
proprietary protocol. It uses LoRa for its physical layer protocol. It is
aimed for long range communication between low energy objects.
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The network is organized as a star-of-star, where many objects
connects via LoRa to a gateway that connects itself via IP to the
internet. A study found this protocol to be more energy efficient
than Zigbee [7]. Given the long range of LoRa, LoRaWan are usually
single hop networks and thus have medium access challenges in
large networks [3].

Those protocols, or protocol stacks, cover certain needs of the
IoT, from network size to encryption. They, however, do not offer
any help for data separation and selection and they tend to cen-
tralize communication to a central node; namely the master, the
coordinator and the gateway in the previously mentioned protocols.

With a more data-centric point-of-view, several protocols have
also been implemented for the IoT. Some of the most widely adopted
are Message Queuing Telemetry Transport (MQTT) protocol [2],
Constraint Application protocol (CoAP) [11] and Advance Mes-
sage Queuing Protocol (AMQP)[13]. MQTT only implements a
publish/subscribe mechanism while the other two also implements
a request/response mechanism. MQTT and AMQP both use TCP at
the transport layer while CoAP uses UDP. Accordingly, CoAP has a
smaller overhead on a reliable network were messages do not need
re-transmission when reliability is needed. More complete com-
parisons can be found in [6, 9, 12] where they are also compared
with more protocols (HTTP/REST, XMPP and websockets). Pub-
lish/subscribe topics are usually predetermined by the programmers
and discovery mechanisms are not provided by the protocols.

3 DESCRIPTION OF THE PROTOCOL

In the introduction, we presented some challenges related to the
massive usage of the IoT. A solution to some of those challenges
could be to move most of the intelligence, or decision making,
closer to the basic objects instead of centralizing it into a main
computer, as in fog computing approaches. Bringing intelligence
to objects is easier when systems are conceived using small and
independent units that need few communication, if any, between
them. Those system are close to the ones presented by Resnick
in his book on decentralized systems [10]. In this book, global
behaviours emerge from independent units following simple rules
when interacting with their environment. As presented in section
2, existing communication protocol are not adapted for this kind
of decentralized communication as all data always need to pass
through a centralizing intermediary.

3.1 Main purpose

The communication protocol we present in this paper is not a
general communication protocol for the IoT. Rather, it is oriented
toward diffusion of general knowledge information to everyone
in a given range. A good analogy might be to mimic a lighthouse
with a foghorn. This is useful when you do not know who will get
your message and when no answer is required. In fact, as with a
lighthouse, an object emitting using the protocol does not even
know if anyone will receive the message. Hence, this is not made
to communicate critical information that need to reach a given
receiver. There are no guaranty of service nor addressing.
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3.2 Main characteristics

In the previous subsection, we stated the goal of this communication
protocol, to diffuse general information to everyone in a given range.
From that goal, the two first characteristics emerge: messages are
broadcasted and they have a range. Messages are broadcasted in
order to reach every objects while still not knowing if there are
any. However, as there can be an arbitrary number of objects in a
network, diffusing everything in broadcast can lead to the network
jam. To avoid this pitfall, we assign to every message a physical
range outside of which every object that receives this message must
destroys it and stops forwarding it. It might however still happen
in very dense networks.

Adding a physical range on all messages serves as a way to
prevent broadcast storms. But, it also serves another purpose: to
limit the propagation of information to the objects the sender thinks
may need it. The hypothesis is that an object that sends a message
should be the one to decide who should receive this information.
The idea of a physical limit given to a message is not new. It is
already part of the Internet Protocol (IP). It take the form of a
number that must be decreased once per second and once per
re-transmission by a relay. The physical limit we propose here is
completely independent from the number of hop. It comes in two
flavors: a measurable distance or a named place. The measurable
distance is simply a distance expressed in meters from the emission
point. It can also be viewed as the distance at which the message
content becomes irrelevant. The named place is intended for smart
building where it may be more practical to restrict messages to a
given room, like the entrance hall.

Determining the distance or the name to emit to is a task left
to the application using the protocol. Validating the distance of an
inbound message is, however, a task for the protocol. When using
named distance, the protocol simply looks if the name is in a list
given by the running applications. It is a publish/subscribe system
where topics should be physical places. Using physical distances,
on the other hand, requires to know the origin of the message in a
given system of coordinates. This origin can be found in many ways.
To allow every user to use the system of their choosing, acquiring
the position of an object works using a plugin system that simply
outputs a position. The distance between objects is computed using
the euclidean distance.

As stated before, we designed this protocol with the though that
the agent that emits a message is the one to decide who should
receive it. We go further on this logic by forcing the emitter to
also decide for how long his message should exists. Indeed, general
knowledge information usually have a lifetime until the information
ceases to be valid. In a IoT context, this could represent the time
until a new value is collected. As for the distance, the time limit
comes in two flavors. In the first one, the emitter gives a date-time
at which to delete the message. The second one gives a lifespan
in second. As there is no routing in the protocol, there is no way
of knowing how much time a message took to reach an object.
Therefore, the lifespan only begins to diminish once it has been
received. Given the re-transmission mechanism explained in the
next paragraph, this means that a message can live forever under
certain conditions, no matter the original lifespan it was given. Such
conditions could arise in a city network were cars come and go
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fast enough to perpetually re-transmit the message to new cars
without ever decreasing the timer or effectively decreasing it at a
slower pace. An object could even receive the same message twice
without ever noticing it as the first one would have expired and
been deleted. A workaround to this pitfall is to add the original
emission date-time to the header of all messages so the lifespan
can be adjusted at each re-transmission. We recommend usage of
the Coordinated Universal Time (UTC). It is assumed that most
computer chips can keep track of the passage of time with a decent
precision for lifespan of a few seconds. However, we cannot assume
that all computer chips have access to the current date-time and
therefore we cannot assume that this new header information can
be added by all objects. In that case the first object that can fill the
missing header should do it before re-transmitting the message.
There are still no guaranties that the receiving object will have
access to the date-time to confront the time to live header with
the original emission time header. In that case it should simply be
ignored.

In the previous paragraph, we hinted some of the mechanisms
that occur when re-transmitting a message. Point-to-point proto-
cols usually come with a routing protocol that establishes a best
path or avoid packet collision on the medium of transmission to
ensure each messages reach its destination. As there is no routing
in our protocol, transmissions and re-transmissions needs to follow
different rules. The whole re-transmission process, along with the
process of storing a message is presented in Figure 1. Each message
is assigned a unique ID. This ID is used to make sure a object only
keeps one copy of a message if it is received many times. It is also
used to make sure a message is only re-transmitted once, unless
we are adding the emission date-time header. The decision flow
is quite simple. We first check if this is the first time we see the
message, then if the time and the distance are valid we re-transmit
it, adding the emission time if needed.

There are three main characteristics to BMP:

o All messages are broadcasted.
e Message are limited by a physical range.
e Messages have a time to live on each objects.

Those characteristics can be implemented on most layer of the
OSI protocol stack if sub-layer protocols can be chosen. All form
of unconstrained wireless signal can be used for the actual trans-
mission of data. BMP aims to be deployed on totally unstructured
network as it does not suppose the existence of any network. As
BMP can work on many physical layer, it can also work on many at
the same time, provided that some objects can access many radios.
A computer equipped with a UWB radio and a WI-FI radio can emit
the same BMP message on both medium, thus linking together an
UWB network and a WI-FI network. BMP can be placed at any OSI
layer, as long as the three previously mentioned requirements can
be met.

3.3 Limitations and constraints

The protocol, as described in this section, has some inner limitations
and constraints. First of all, it is assumed that each relay in the
network uses the protocol so the protocol alone decide whether or
not to further transmit the messages. This might be easy to ensure
in a line-of-sight wireless IoT network. This is however harder in
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a wired network where the hidden network topology might cause
some nodes to be outside the physical range while being to only
one connected to an object in range.

There can also be some problems with the notion of position.
Getting its own position can be hard and long for some objects.
Fixed object could have it encoded in a static file or in a config-
uration. Moving objects, on the other hand, needs to compute it
periodically. Moving objects pose the question on how messages
are accessible. The initial propagation of a message is explained in
Figure 1. Still, it does not provide an answer to the question: How
can a moving object be informed of all valid messages as it moves
to a new zone? This is still an open question, with many possible
solutions.

Some limitations regarding the notion of time have already be
addressed previously. The main ones are the absence of a real-time
clock on many objects and time-drifting on most CPUs.

Imprecision in the measure of time and distance restrict the
protocol the certain values of time and distance. Those limit values
should always be chosen so that the imprecision is several order of
magnitude smaller than the boundary. It should also be noted that
the transmission time is considered to be null and is therefore part
of the time imprecision.

Despite all those limitations, we believe the proposed protocol to
be adapted for many real-life situations. Its interoperability makes
it interesting for many kind of applications

4 EXAMPLE APPLICATION

The protocol described in the previous section imposes some con-
straints on the application using it. It mostly targets ruled-based
systems that can operate in a decentralized fashion with only local
information. Such systems are common within the IoT. This section
describes an example application that could communicate through
BMP.

The example application is one of smart housing. It monitors
appliance usage in a smart kitchen. Many sensors are distributed
in the environment. They can be motion sensors, pressure plates,
contact sensors, thermometers, humidity sensors, power supply
sensors, and so on. They all broadcast their current state to the
named distance "kitchen" with a life time corresponding to their
sensing frequency. There can then be multiple agents organizing
different aspects of the kitchen. An oven security agent could be
interested in using motion sensors data with a thermometer inside
the oven the determine if someone is monitoring the cooking and
interrupting it if needed. A recipe assistant agent could monitor
the steps in a recipe to perform basic activity recognition using
the information broadcasted by the environment. In this example,
many technologies can coexist. Some sensors are wired, others
can be wireless over Bluetooth and Zigbee. All readings can be
simultaneously sent to a MQTT broker for logging and external
analysis. Security alert should cause immediate reaction from the
environment using our protocol, while still being directly sent to a
neighborhood monitoring center using LoRaWAN. Inversely, this
neighborhood monitoring center could send power usage statis-
tics to nearby houses with BMP so they can independently decide
to distribute high power consuming appliance usage to another
moment of the day.
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This example emphases that the protocol is about unorganized
and emergent behaviours. Objects using it are waiting for infor-
mation collected by other objects to perform rule-based actions.
Objects collecting data are not concerned of what is done with
the information, they only want to provide it so others can do
meaningful usage of it.

5 CONCLUSION

In this paper, we introduced a new communication protocol. We
name it Bounded Message Protocol, BMP. Its key features are that it
limits the propagation of broadcasted messages to a physical zone
defined by a radius or by a name. The messages also have a time to
live set by the sender. Those features aims to control the quantity
of data available in the network. The idea is that the object who
sends a message knows the pertinence radius of the message. Then,
all objects in this radius receive the message through broadcast, as
there are no routing table, no addressing. Rule-based expert systems
are expected to work well under those conditions. This protocol
has yet to be deployed in real life, but computer simulations shows
that the basic principles are working. The next steps are to deploy
the protocol in a real-life environment to test its capabilities and
limitations. As it can also works with any physical layer capable
of broadcasting messages, this capability will be experimented in a
future work on Arduino boards with UWB and RF22 radios.
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